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Maximizing Coverage in a Connected and
K-Covered Wireless Sensor Network Using
Genetic Algorithms

Tahir Emre Kalayci, Kasim Sinan Yildirim, Aybars Ugur

Abstract— We are interested in an initial deployment strat-
egy that maximizes the coverage area of wireless sensor network
while preserving connectivity between nodes provided that all
given hotspot regions are covered by at least k sensors. Sensing
coverage of a sensor network characterizes how well an area is
monitored or tracked by sensors. Connectivity is an important
requirement that shows how nodes in a sensor network can
effectively communicate. Some hotspot areas in the network
are more important than other areas and need to be covered
by more sensors. We propose a genetic algorithm based solution
to find an optimal sensor node distribution. Experimental results
are presented to evaluate our algorithm.

Keywords— Wireless Sensor Networks, Genetic Algorithm,
Coverage, Connectivity, k-Coverage,Optimization

I. INTRODUCTION

Sensor networks are dense wireless networks of small,
low-cost sensors, which collect and disseminate environ-
mental data and facilitate monitoring and controlling of
physical environments from remote locations with better
accuracy. They are very useful in many applications such
as detection, tracking, monitoring and classification [1].
Recently, wireless sensor networks are a kind of the most
essential technologies for implementation of ubiquitous
computing. Howewer, sensor nodes have a limited power,
computational capacity, memory and bandwidth compared
with wireless ad-hoc networks[2][3][4]. This requires the
use of a huge number of sensor nodes in a wider region
and this large number also allows the sensor network to
report with greater accuracy the exact speed, direction,
size, and other characteristics of a moving object than is
possible with a single sensor [5]. Wireless sensor networks
promise to revolutionize sensing in a wide range of
application domains because of their reliability, accuracy,
flexibility, costeffectiveness and ease of deployment [6].

Coverage is one of the fundamental problems in sen-
sor networks that answers the questions about quality of
service that can be provided by a particular sensor network
[7]. Sensing coverage characterizes the monitoring quality
provided by a sensor network on a designated region
and reflects how well a sensor network is monitored or
tracked by sensors [8]. Consequently, coverage can be
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considered as the measure of quality of the service of
a sensor network [9]. While some applications may only
require that every location in a region be monitored by
one node, other applications require that some areas in the
network are more important than other areas and need to
be covered by more sensors. These important regions are
called hotspots[8]. The coverage requirement on hotspot
regions also depends on the number of faults that must be
tolerated. Another important point to consider in sensor
networks is providing connectivity between sensor nodes.
Connectivity is being defined as the ability of any active
node to communicate directly or indirectly with any other
active node[10]. In a typical sensor network, the indi-
vidual sensors sample local values (measurements) and
disseminate information as needed to other sensors and
eventually to the observer [6]. Without connectivity, nodes
may not be able to coordinate effectively or transmit data
back to base stations and other sensors. Thus, combination
of connectivity and coverage is an important concept in
sensor networks[11].

In a large scale sensor network that the sensor nodes
are random scattered, some redundant sensor nodes are
needed to make sure a satisfying coverage on the sensing
area. In sensor networks that sensor nodes can be set
specially, we can reduce not only the redundancy nodes,
routing request and maintenance overhead, power con-
suming but also expand the network’s sensing range. So
how to get the optimized node distribution is an important
problem in the wireless sensor networks [12].

The most widely used form of evolutionary com-
putation is the genetic algorithm. GA has proven to be
a very successful meta -heuristic technique for many
NP-complete optimization problems [13],[14],[15],[16],
[17]. Genetic algorithm (GA) is a search technique used
in computer science to find approximate solutions to
combinatorial optimization problems. Some of the GA’s
merits are that it can be easily developed because it does
not require detailed knowledge about the problem, it can
search globally, and it can adapt to the changing conditions
in the problem[18]. Extensive computational experience
on various optimization problems shows that GA often
produces high quality solutions in a reasonable time. In
most cases GA has shown to be robust with respect to
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parameter choice in reasonable bounds[19]. It is difficult
to derive a solution for finding a better coverage for a k-
covered and connected sensor network deployment. The
space of all feasible solutions can be quite large. GA can
efficiently be used to search an optimal solution to this
problem as a powerful technique.

The main contribution of this paper is to be the first
application employing genetic algorithms that finds an
optimal sensor placement according to three conditions:

o maximizes the coverage area of a sensor node distri-
bution

« all of the given hotspot areas are covered by at least
k sensors (k-covered)

¢ maintains connectivity between sensor nodes

This paper is organized as follows. Section 2 de-
scribes the related work with respect to coverage problem
in sensor networks. Section 3 contains constraints and
description of the problem. Section 4 presents genetic
algorithm which is used to optimize coverage in a con-
nected and k-covered sensor network. Section 5 shows
experimental results and Section 6 is the conclusion.

II. RELATED WORK

Recently, many researchers have been investigating
and developing techniques for achieving an optimal sensor
distribution that maximizes the coverage of the sensing
area and preserving sensor node connectivity.

Megerian et. al. [20] presents an optimal polynomial
time worst and average case algorithm for coverage cal-
culation by combining computational geometry and graph
theoretic techniques (Voronoi diagram and graph search
algorithms). Sensor coverage of the field are characterized
by Maximal Breach Path and Maximal Support Path and
these parameters can be used for future deployment or
reconfiguration schemes for improving the overall quality
of the service. [21] reviewed their work and outlined some
discrepancies in the presented algorithms. A geometric
analysis of the relationship between coverage and con-
nectivity is provided in [11]. A Coverage Configuration
Protocol (CCP) is presented which can provide different
degrees of coverage requested by applications meanwhile
maintaining communication connectivity when the sensing
range of sensors is no more than half of the communica-
tion range. But both of these two work do not address
k-coverage problem and do not provide an initial both k-
covered and connected sensor network deployment.

Some researchers have focused on optimizing cov-
erage of sensor network using Evolutionary Computa-
tion and optimization techniques. Suen [22] describes a
genetic-algorithm (GA) based deployment algorithm of
mobile sensor network, the algorithm is designed for real-
time online deployment for maximum coverage of the
environment. An optimal distribution based on Genetic
Algorithm in the initial planning of sensor network and a
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new optimizing algorithm of sensor node distribution by
utilizing node topology in sensor network are proposed in
[12]. [23] presents an Integer Linear Programming formu-
lation and evolutionary algorithm to find a configuration
that maintains the coverage of the monitoring area, ac-
complishes the management of the network resources and
minimizes energy consumption. [9] modeled the coverage
problem as two sub-problems: floorplan and placement.
Two sub-problems are combined into one optimization
problem so that it can achieve the maximum possible
coverage.[24] has formulated an optimization problem
on sensor placement, wherein a minimum number of
sensors are deployed to provide sufficient coverage of the
sensor field. Evolutionary computation and optimization
techniques presented in these papers do not offer a solution
to find an optimal coverage while preserving k-coverage
and connectivity.

There are some other studies that target k-coverage
problem in sensor networks. [8] formulate k-coverage
problem as a decision problem, whose goal is to determine
whether every point in the service area of the sensor
network is covered by at least k sensors, where k is a
predefined value. A polynomial-time algorithm is provided
that checks the perimeter of the sensing range of each
sensor. [25] considers the problem of selecting minimum
size connected K-cover. [26] propose a heuristic algorithm
for efficiently scheduling the sensors, such that monitored
region can be k-covered with the purpose of maximizing
the network lifetime. [27] present efficient approximation
algorithm for selecting the minimum set of sensors to
activate from an already deployed set of sensors. However,
none of these research efforts try to find an optimal initial
sensor network distribution that has k-covered hotspot
areas and sensor connectivity.

III. PROBLEM DEFINITION

We are given an obstacle-free 2D area
A(width, height), N sensors with sensing radius
rs and communication radius r, = 2*rg, h hotspot areas
and a k value. We assume that hotspot areas are unit disk
shaped and they all have identical radius that is equal to
the sensing radius of sensors. Fig. 1 presents the input
parameters of the problem.

We are requested to maximize total covered area of
sensor network under the following constraints:

o All sensors can communicate with each other (con-
nectivity)
« h hotpot areas must be covered by at least k sensors

(k — covered)

o The sensing and communication ranges of all sensors
are identical
o Centers of sensors must be reside in the limited area

A

After defining parameters and constraints, we can
summarize the problem as:
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width

A(width,height) = AREA
H=4sensors

h =1 hotspot area
r=radius
k=1-covered

_

height

Fig. 1. Example Sensor Network

Definition 1 (Problem Definition): Given parameters
A, N, rs, r¢, k; try to increase coverage area of the sensor
network without breaking the property that all hotspot
areas are k-covered and all sensors are connected

IV. EVOLUTIONARY APPROACH FOR SOLVING THE
PROBLEM

We implemented a GA to find an optimal solution
to the problem. First of all, GA requires some important
parameters to be defined which are listed below:

o T Population size

o P, Mutation probability

o P, Crossover probability

o G Generation count (termination criteria)

After defining parameters, GA is started and a ran-
dom population is generated. At each iteration, the best
solutions from the current population are used to form a
new population such that the new population is expected
to be better than the old one using genetic operators. GA
continues to run until the number of the iterations exceeds
the predetermined termination criteria (total number of
generated populations which is given as a parameter).
Outline of the implemented GA is as follows:

« Start Generate a random population of chromosomes
o Loop Repeat until termination criteria (generation
count) is reached

— Fitness Calculate fitness and sort individuals
according to calculated fitness

— New Population Crossover and mutation are
applied to current population to form a new
population

— Elitism The best individual is selected and ap-
plied to current sensor deployment

« Solution Return optimal solution
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A. Chromosome Encoding

Sensors are represented using 2d Euclidean
coordinates (S(z,y)) on a 2D euclidean plane
(A(width, height)) of the form

{S(z,y) : 1 <z <width,1 <y < height} (1)

Solutions (Chromosomes) are represented with a
movement array

Co = 1Ms,,Ms,, Mg,, Ms,, ..... s Msy 1}
Cy = {Ms,,Ms,, Ms,, Ms,, ..... Mgy
Cy = {Ms,, Ms,, Mg,, Mgy, ..... Mgy _,

Ci = {MSO7M517MSZ7MS37 ..... 7MSN71}

Cro1= {MSmMSlaMSwMSga """ 7MSN71}

Movement (M) is the generated value of sensor’s
next location in the network. Calculation of movement
is done by selecting random number from the range
[_MLI]\/[ITaMLIMIT]- Every gene in this array repre-
sents next movement amount of corresponding sensor.
Population has T' chromosome and every chromosome has
N sensor movement. Movement amount of sensor is

Ms, (Tine, Yine) : {=MrLrmrr < Tine, Yine < Mrrmrr}

3)

Mrprarr is a parameter which defines the random

distribution of sensor movement. All these representations

are implemented using basic data structures which are
shown in Fig. 2.

Sensor Movement

+x: Integer
+y: Integer

+xInc: Integer

+yInc: Integer

Chromosome !

- — -
t0enes: Movement

Fig. 2. Data structures

B. Crossover, Mutation and Elitism

Crossover generates new offsprings from the best
parents among the current population. With crossover
probability (F.), the best individuals are selected and
paired using single point crossover (Fig. 3). A random
cut point is selected on parents and genes beyond this
cut point are swapped between parent chromosomes. The
procured chromosomes are the children and replaced with
the worst individuals in current population to form a new
and hopefully better population.

After crossover is finished, with mutation probabil-
ity (P,,), the individuals are mutated by replacing two
randomly selected genes (Fig. 4). After mutation and
crossover, the next step is choosing the elite individual.
If the best solution of current generation is better than the

INTERNATIONAL JOURNAL OF APPLIED MATHEMATICS AND INFORMATICS



Issue 3, Volume 1, 2007

Farents:

Random Cut Point
]
Children:
—_—

Fig. 3. Single point crossover

elite individual of all previous populations, then it is saved
as elite individual. At the next generation, elite individual
is applied to sensor coordinates to generate the new sensor
locations.

012345678
016345278

Fig. 4. Random mutation

C. Fitness function

Fitness function helps to discriminate individuals to
different quality groups. Although our main objective is
to maximize coverage area, when classifying individuals
this area only useful if these individuals are totally con-
nected and satisfy k-coverage property. Hence we have
to calculate fitness function using other considerations,
thus quality of every individual of the population has
been calculated using three criteria to satisfy problem
requirements.

We assume that at every iteration of the GA, all
hotspots in the current sensor node distribution remain k-
covered. Therefore, we consider that the worst individuals
are the ones that do not satisfy k-coverage property.
First criteria is that, if current individual does not satisfy
k-coverage property, we assign a negative fitness (de-
fined as —INFINITY) to this individual. We used the
polynomial-time algorithm proposed in [8] to check the
perimeter of each hotspot area. If the perimeter of each
hotspot area is covered by at least k£ sensors, then we
decide that all hotspot areas are at least k-covered and
when we apply the individual to the current sensor node
distribution, k-coverage property is still satisfied.

If hotspots areas are k-covered then the second crite-
ria is checking how well the sensors are connected. This
check has been done as finding the number of connected
components applying depth first search to the network
graph. If there are more than one connected component,
this means this sensor network is not connected and we as-
sign as negative fitness value to this individual because it is
not a feasible solution. In a disconnected sensor network,
fitness is calculated as product of number of connected
components (/V,..) and total of shortest distances between
all connected components (D..). This formula generates
distinction between similar disconnected sensor networks
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(Fig. 5). Fig. 5(b) has a better fitness then Fig. 5(a) since it
has lower number of connected components. Fig. 5(d) and
Fig. 5(c) has the same number of connected components
but the total distance between connected components in
the former is smaller and as a result it has a better
fitness. Consequently, by assigning such fitness values to
individuals, we are trying to connect a disconnected and
k-covered sensor network.

(a) Nee = 4 (F=-5428)

(b) Nee = 3 (F=-1926)

(¢) Nee = 2 (F=-510) (d) Nee =2 (F=-224)

Fig. 5. Disconnected sensor nodes

After constructing a connected k-covered sensor net-
work, we try to maximize its coverage. The coverage
area of sensors is the last criteria for grouping individuals
based on their quality and it is estimated using an image
processing technique. All sensors are drawn on a 2D
finite plane and after producing 2D graphics, all pixels
which have different color from background are counted
to estimate the coverage area (A.)

if Color;; is White

1, else

=y Y

i=1

width height
0,
|

Jj=1

All these calculations are summarized at equation (5).

—INFINITY, Qg
*(Dcc * Ncc)a Q1
Ae, Q2

Qo=not k-covered (not feasible)

(Q1=k-covered, not connected (not feasible)
@2=k-covered, connected (feasible)

F(Cy) = ©)

V. EXPERIMENTAL RESULTS

We have implemented the coverage optimization
problem in Java programming language using the al-
gorithm which is discussed in this paper. For all our
experiments, we assigned the population size, the number
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of generation, the crossover rate and mutation rate to be
100, 1000, 0.75, and 0.01 respectively. All experiments are
executed on a PC platform that has Ubuntu GNU/Linux
operating system installed.

Before starting Genetic Algorithm, we build an initial
node placement that has all hotspot areas k-covered. In
order to achieve this, we place k sensors on every hotspot
and remaining sensors are placed randomly. After we build
an initial k-covered sensor graph, we start the Genetic
Algorithm. Fig. 6 and 7 illustrate a sample simulation and
show the change in total covered area (fitness) through
the generations. We are given 3 hotspots (h1(100,100),
h2(200, 200),h3(400,400)), 12 sensors that have 50 pixel
sensing range, coverage value k as 1 and a 400x400 square
object area. The initial distribution given as a start point
to the genetic algorithm is shown in Fig. 6 (a) (We have
3% 3 = 9 sensors located at centers of hotspot areas
(100, 100), (200, 200), (300, 300) that makes our hotspot
areas k-covered and remaining 3 sensors are placed ran-
domly). Centers of hotspot areas are shown with small
black dots. At each generation, Genetic Algorithm tries
to construct a connected graph and then it maximizes the
total coverage area of the sensor network. Fig. 6 and 7
show the algorithm can effectively adjust node positions to
get an optimal sensor node distribution which has the best
network coverage satisfying connectivity and k-coverage
for hotspot areas.

Fig. 8 and Fig. 9 shows how is the total coverage af-
fected when we change the k parameter and illustrates sen-
sor distribution through Oth,50th,100th,500th,1500th and
2000th generations when k=1,2 and 3 respectively. Since
genetic algorithm preserves k-coverage for all hotspot
areas and does not move sensors that k-covers the hotspot
area, when the coverage value is bigger the number of
sensors that GA can move decreases. As shown in Fig.
8(a), when k=1 we still do not have a connected graph
in the 100th generation because genetic algorithm has
many sensors that can be moved and search domain is
large. Fig. 8(f) shows the 100th generation when k=2 and
it is connected. When k=3, we have a lower number of
sensors that can move to make the graph connected. Also
the sensors that are moved to connect the graph are far
away from the other connected component then when k=2
as shown in Fig. 8(i).

Table I and Fig. 10 show change in fitness for
different k-covered values through the generations. As
we can see when k value is increased, convergence of
algorithm slows down.

We also performed tests to find correlation between
movement limit and k-covered value. We ran genetic
algorithm with 100 individuals using parameters 0,75 as
crossover probability, 0,01 as mutation probability and
1000 as generation limit. Results of these tests can be
examined from table II which contains fitness values for
k-covered values 0,1,2 and corresponding movement limit
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(a) G=0 (F=-564) (b) G=250 (F=-368)

.\

(c) G=500 (F=-366) (d) G=592 (F=-202)

¥

(e) G=593 (F=64418)  (f) G=1008 (F=81239)

X!

(2) G=1541 (F=86375) (h) G=2018 (F=86887)

K

(1) G=2530 (F=87520) (j) G=3895 (F=87891)

Fig. 6. Elite individuals and increase in coverage during GA run (k=1,
h=3, N=12, A(400,400))

values 1,2,3,4,5 respectively. For bigger k-covered values,
movement limit must be increased to converge to the
optimal result faster. Chart generated from table II is
shown at Fig. 11.

Finally, Fig. 12 shows a snapshot of genetic algorithm
simulation environment. Application uses XML file for
getting parameters of the problem and users can interact
with graphical user interface that visualizes sensor net-
work node distribution on each generation of GA.

Experimental results show that the implemented ge-
netic algorithm can provide an optimal sensor network
distribution that maximizes total coverage area while
preserving k-coverage for hotspot areas and connectivity.
Implemented algorithm can also be applied to an existing

INTERNATIONAL JOURNAL OF APPLIED MATHEMATICS AND INFORMATICS



Issue 3, Volume 1, 2007

128

100000
80000
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o
c 60000
=
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40000
20000
0
-20000
L] 100 250 500 593 800 1008 1541 2018 2530 3895
Generation
Fig. 7. Total covered area change during GA run
4 r &
(a) 0 (k=1) (b) 50 (k=1) (c) 100 (k=1)
4 | h
(d) 0 (k=2) (e) 50 (k=2) () 100 (k=2)
4 | |
() 0 (k=3) (h) 50 (k=3) (i) 100 (k=3)
Fig. 8. Change in coverage with different k& values

k-covered but not necessarily connected sensor network
graph to make it connected and to maximize its total
coverage area.

VI. CONCLUSION AND FUTURE WORK

Coverage and connectivity are important metrics to
characterize the quality of sensor networks. In this paper, a
genetic algorithm based method is proposed and a specific
fitness function is designed to find a sensor network
distribution that has optimal coverage by preserving node
connectivity and k-coverage property for hotspot areas.
Experimental work shows that this algorithm can achieve
optimal node distribution in a feasible time. We are
studying on developing a method to find minimum number
of sensors for connected k-coverage problem. We plan to

(a) 500 (k=1) (b) 1000 (k=1) (c) 2000 (k=1)

(d) 500 (k=2) (e) 1000 (k=2) (f) 2000 (k=2)

|
(2) 500 (k=3)

(i) 2000 (k=3)

(h) 1000 (k=3)

Fig. 9. Change in coverage with different k& values for bigger
generations
Generation
k — covered | 0 100 250 500 1000 2000
1 -564 58047 61990 79222 83514 83715
2 -564 254 56373 64174 64215 64237
3 -564  -366 -366 -366 -366 41653
TABLE I

CHANGE IN FITNESS FOR DIFFERENT k VALUES AT EVERY
GENERATION (Pc=0.75 Ppr=0.01 G=2000 T'=100, M imit=3)

continue development of simulation tool and extend its
functionality to support more application areas.
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